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IV.A.1. Derivation of SAMMY’s Solution Schemes

Three distinct versions of Bayes’ equations are used in the SAMMY computer code.
More specifically, it is the equation for M' that differs in the three versions. Each has
computational advantages and disadvantages for particular situations; these are described in
Section IV.B. In this section, the three versions are derived from the forms found in
Egs. (IV A.16) and (IV A.17), which are repeated here:

(M) =M*+G'V'G (IV AL.1)
and
P'=P+M'G'V*(D-T) . (IVAL2)

Here the bars have been dropped for simplicity of notation.

For readers who may be unfamiliar with matrix notation, the final equations are given at
the end of this section with indices and summations explicitly displayed.

M+W Version

The version of Bayes’ Equations which uses Egs. (IV Al.1) and (IV Al.2) directly is
denoted the “M+W” version,

|\/|'=(|\/|*1+W)’1 P=P+M'Y
W= G'VG Y=G'V(D-T) ,

(IV AL.3)

in which the matrix quantities Y and W have been introduced to simplify later discussion. (See
especially Section IV.E.1.)

In this form, the relationship of Bayes’ equations to the more common least-squares
equations is transparent: If the prior parameter covariance matrix M is infinite on the

diagonaI(M 2= O), then the equations in Eq. (IV Al.3) become the least-squares equations; the

only difference is in the first equation. Hence the least-squares equations may be considered to
be a special case of Bayes’ equations; alternatively, Bayes’ Equations may be viewed as
generalized least squares.
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1+Q Version

Multiplying Eq. (IV Al.1) on the right by M and on the left by M ' gives

Defining Q via

puts Eq. (IV Al.4)

(R7)

(M)Y'M=M'M+G'V'GM=1+G'V'GM
M' (M) 'M=M=M'(1+G'V'GM) .
Q=G'V'GM

into the form
M'=M(1+Q)" .

Substituting Eq. (IV Al.6) into Eq. (IV Al.2) gives

which is Bayes’ eq

N+V Version

P'=P+M(1+Q) 'G'V*(D-T) ,

uation for P' in the 1+Q version.

To obtain the N+V version of Bayes’ equations, use the identity

X*=2(xz)"
with X =1+Q and Z=G'(GMG'+V) G

Combining Egs. (IV A1.6) with Egs. (IV A1.8) and (IV Al1.9) gives

M'=MG'(GMG"'+V) G{(I +Q)G‘(GMGt+V)lG}l :

-1

which can be simplified by defining

to give
M'=

N=GMG'

MG'(N+V) G{(1+G'VGM)G (N +V) G}
G
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(IV Al.4)

(IV AL.5)

(IV AL.6)

(IV AL7)

(IV AL.8)
(IV AL.9)

(IV A1.10)

(IV Al.11)

=MG'(N+V) GIG (N+V) 6 +G'VIGMG (N +V) 6] (IVAL12)
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MG'(N+V)'G{G'(N+V)'G+G'V N(N +V)7lG}7l .

(R7)
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Rearranging gives

G{G((N+V) " +v 1N(N+V)l)G}1

1 -1

yefe|
)66 (N+V) (N+V—V)(N+v)‘1)e}1
)66 ((N+V) +v i —(N+V) |G|
w)'elevie)”
'V {GviG) "
)H(N+V-N)VG{GVIG)"
N+V) N vG){ev el
(vie-(N+v)'eMG'VIG){eVTG)
=M (G'VG-G'(N+V)'GMG'VG){GV G}
=M-MG'(N+V) ' GM
This is the N+V version of Bayes’ Equation forM ":

M'=M-MG'(N+V) GM
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(IV A1.13)

(IV Al.14)

The N+V version of Bayes’ equation for P' is found by inserting Eg. (IV Al.14) into

Eq. (IV Al.2) and rearranging:
P'=P+/M-MG'(N+V)"'GM |6'V*(D-T)

=P+[MG'-MG'(N+V)'GMG' [v*(D-T)

=P+MG'[I-(N +V)‘1N]V’1(D—T)

=P+MG'[I=(N+V)'[N+V-V]V*(D-T)

=P+MG'[1-(N+V )" (N+V)+(N+V)'V V*(D-T)

=P+MG'[I-1+(N+V)'V [V (D-T)

=P+MG'(N+V)'(D-T) .
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(IV A1.15)
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Equations with indices and summations explicitly displayed:

M+W Version, Eq. (IV A1.3):

MY =(MEew) R'=R+3M,'Y,
i

ij
(IV AL.16)
Wij = ZleVkirrl\GmJ Yj :Zij Vkiri(Dm _Tm)
km

[+Q Version, Egs.(IV AL.5), (IV A1.6), and (IV A1.7):

Qij :Z Gy VkiriGmn Mnj

kmn

Z My (1+Q), (IV AL.17)
P =R+Z M iijij_n:(Dm_Tm)
jkm

N+V Version, Egs. (IV Al1.11), (IV Al1.14), and (IV Al.15):

Nkm :ZGki Miijj
ij

MY =M= > M, G, (N+V), G M, (IV AL.18)

nklm

P

P+> M, G (N +v) (D,-T)

nkl
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